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Distributed Facilities and Sharing of Resources

* Experimental HEP mostly uses distributed high-throughput computing

+ Before LHC most of the computing and storage capacity was at a
central experiment data center

+ now most HEP experiments have adopted distributed computing, with global
workflow, scheduling, and data management enabled by high-performant networks
and a distributed operations and security infrastructure

Open Science Grid
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Facilities Services to Support HEP

* High Throughput Computing facilities: batch system across worker nodes

+ HTC means shared utilization of large ensembles of autonomous resources,
where all elements are optimized for maximizing throughput
+ HEP tasks (data analysis, reconstruction, simulation) split into parallel jobs
* no/loose inter-process communications, it’s an “embarrassingly parallel” problem
+ distributed computing resources, presented to users/work flow engines through “overlays” as
a coherent job execution environment
* pilot-job based Overlay Job Managers through glideinWMS, Panda, HTcondor
* Work Flow aspects are very important for the quality of the scientific result
+ e.g. significant data management, book keeping, provenance tracking
+ requires facilities to provide services to support these capabilities
+ including schedulers and workflow systems, information systems, data bases, trust
relationships and security protocols, distributed monitoring and problem resolution
* Very significant Data Management and Data Access component

+ managing and extracting science from tens of PB active data, created and hosted elsewhere
» simulations data observational ~ same size or larger and more diverse
» expect to grow to ~.3 ExaByte of active data in the US during this decade

+ support federation of storage systems, high performance networks, data management
management systems, across a set of data centers for local and remote access to data

2% Fermilab
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HEP Scientific Facilities at US Labs and Universities:
A rich stack of distributed services on top of “bare metal”

* Provide and manage computing services and resources
+ Data recording, storage, access, bulk processing, analysis
+ CPU Cores, Online (Disk) and Offline (Tape) Storage, Networking
« HEP Labs and HPC support specific and often wide-range distributed communities

+ FNAL Tier-1 facilities for LHC/CMS and for Intensity Frontier experiments, BNL Tier-1 for Atlas and
for RHIC experiments, PNNL is US facility for Belle, NERSC and other HPCs for large simulation etc

+ The program also supports large number of university computing Tier-2 and Tier-3 centers for LHC
« Large needs require large capacity centers (example: resources at Fermilab)
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Example: Scientific Computing Facilities at Fermilab

High Throughput Facility: lightly-coupled workflows
Scientific Data Management

Scientific Data Storage and Access

CMS Facility General Purpose Facility

Access to OSG

High Performance Facility: strongly-coupled workflows
US Lattice QCD, Accelerator Modeling, Cosmology

irtual Facility
Provisioning static and dynamic (on demand) resources via

the same interfaces

Extending facility footprint outside of FNAL (clouds, grid)
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Example: ATLAS Distributed Computing

Tier-0

* RAW data recording into Tape
e First-pass calibrations
e First-pass data processing

US Tier-2s
AGLT2: U Michigan, Michigan State
MWT2: UoChicago, Indiana U, UIUC
NET2: Boston U, Harvard

SWT2: UTA, Oklahoma U

WT2: SLAC

BNL Tier-1 centers

* Reprocessing
* MC Production
* Tape + Disk

= User Analysis

Tﬁ;f::fﬁ,.f’f’e:ts \ Tier-2 centers
| * MC Production
® User Analysis

* Disk storage

‘ ‘ User Analysis

Off-Grid facilities

- e User Analysis
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Significant shift toward a truly distributed environment

* Computing resources are intended to work more as a coherent system
than a collection of sites with specialized functions
+ Improvements in data access across the Wide-Area (AAA, REX) and
improved networks have been key to this!
* Sites present their capabilities to the distributed environment

+ as a set of computing services with certain performance characteristics
(like #cores/node, memory/core, time limits, availability of special hardware, ...)

+ as disk-based storage systems with certain data sets and capabilities
+ as long-term lower-cost archival systems with tape library backends

* Workflows and data management systems of science customers (VOSs)
work across this environment

+ The Tier-1 centers, OSG Grid Operations Center and other sites provide the
glue and the service layer, including cyber security, user support and problem
resolution etc.

* Thus, capabillities and capacities can be added when available

+ including new kind of resources like commercial clouds or allocation-based
resources at HPC!

2% Fermilab
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Facility Capacity Needs for
Data Management, Data Storage and Data Access Systems

140 —l Unique Data
B Data Under Management

105

—
o

70

35

ALICE ATLAS cms LHCb

* There are close to 200 facilities contributing computing to LHC,
hosting 140 PB of unique and a total of 280 PB managed data
+ data set dimensions: 246 PB of disk and 267 PB of tape

+ More than 1B files with average file size between 0.2GB and 2.5GB
3¢ Fermilab
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Long history of provisioning and operating storage for all
Fermilab Users: approaching 100 Petabytes of data...

Petabytes of Data on Tape
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Facility Capacity Needs for HEP Computational Services
CMS CPU use for distributed simulation and data analysis
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2014 2015

M unknown

M analysis-crab3

H analysis-crab3-hc

B t0-replay

B storeresults

B wmagenttesting

Hlogcollect

M deanup

M reprocessing-merge
... plus 40 more

* CMS has =100k cores available worldwide that are useable
for simulation production and analysis of datasets
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Atlas Sustained Usage (World)

CPU consumption All Jobs in seconds (Sum: 8,017,639,968,436)

UK — 14.3% o Atlas: 890 Million CPU hours
USA-247% per year over the LHC shutdown
220 Million hours / yr in the U.S.

DE - 12,5%

CPU consumption All Jobs in seconds

134 Weeks from Week 01 of 2012 to Week 30 of 2014
|} |} L) |} |} |}

both Atlas and CMS
about 100,000 cores

2 -4 G B m e m O rY/C 0 re ]gg 2012 May 2012 Sep 2012 Jan 2013 May 2013 Sep 2013 Jan 2014 May 2014

M USA W UK M GERMANY
M FRANCE W TALY I CANADA
FJE i
U.STATLAS Operations Program Manager's Review e Fermllab
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US HEP Facilities are part of Open Science Grid

* OSG Delivers up to 3.5 Million CPU hours every day
+ about 60% go to LHC, 20% to other HEP, 20% to many other sciences

* OSG has a footprint on ~120 campuses and labs in the U.S.
+ Supports active communlty of 20+ multl d|SC|pI|nary research groups
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Increasing size of US LHC computing and facilities

« U.S. LHC facilities are part of the Open Science Grid

» Since 2007, 3.8 Billion CPU hours delivered, more than a billion jobs run!
+ In past 12 months, 823 M CPU hours and 200 M Jobs
+ Provides access to O(150k) cores
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Distributed HEP Facilities rely on <\)
OSG for operations support Open Science Grid

* OSG Operations Group (Indiana U., UCSD, Fermilab, and BNL)

+ provide the OSG platform/eco system of DHTC services, sites, software
to enable VOs to run workflows and data systems across OSG sites
 running a world-class unique diverse set of services, enabling more than 100 sites
* infrastructure services, operations support, cyber security and incident response etc
« main customer is the LHC, and other large experiments/VOs

+ provide a production quality HTC facility built on harvesting resources
opportunistically from OSG sites, for a large & diverse community of researchers and
science platforms
» including significant users from DOE sciences

+ OSG provides “non-intrusive” ways of connecting facilities to the grid
 important to science users at universities, and for access to non-HEP facilities

+ provide other added value:
 user and host certificates (OSG CA, the follow-up of DOEgrids CA)
 software distribution services (OASIS based on CVMFES)
* network monitoring and dashboard

2% Fermilab
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The OSG Harvesting Free CPU Cycles :-)

>100M hours provided this way, past 12 months ., science Grid
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HEP Computing Resource Planning: Detailed Modeling
of managed workflows and average analysis use

» Example CMS: Tier-1 Disk
_ 60000
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Figure 2: Tier-1 disk usage by data type.
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HEP Compute Needs:
“spikes” above a large “baseline”

* LHC experiments are looking for ways of fulfilling
peak demands on the time scale of 2016-2018

CMS Computing
Resource Requests Tier-1 CPU

- MC Production (kHS06) Peaks require
on-demand
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LHC Data Storage Facilities, Future Capacity Needs

M CMST1 ol CMST2 H AtlasT1 B AtlasT2

~ Atlas beyond © US total
250

200
150
100

50

0

2014 2015 2016

* Disk-based storage systems distributed across the world
» expect at least 60PB in the U.S. in early 2016

2% Fermilab
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LHC Computing Facilities, Future Resource Needs

"1 Atlas beyond 3
3000 ™ T

o CMST2 W AtlasT1 IR Atlas T2
O US total

| N.B.Atlas model relies |
- on “beyond planned/ |

i pledged” resources ;
{ ~80k cores in 2016

2500
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500

2014 2015 2016

« Scale: 3,000 kKHEPspec06 corresponds to ~ 300,000 cores
« U.S. to provide ~30% of world-wide needs
* These are the “modeled needs” 24x7 — today, CMS has access to ~100,000 cores

2% Fermilab
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Provisioning for Peak Demands

 The “dream” of short turn-around
times for workflows

+ Short latencies in particular in
analysis workflows are important for
science efficiency

+ Use resources from a larger pool

when they are needed, should also
result in more cost-effective solutions

Provisioning for Average

Data Reprocessing

PROCESSING RESOURCES

Analysis

» Separating the processing and
storage services allows them to Prompt Reconstruction
scale independently —_

* e.g. ATLAS and CMS are looking
at ways to double available
resources for periods of time

+ using Amazon services

Provisioning for peak requires
that we use pooled resource
—> Clouds or large HPC Center!

2% Fermilab
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Provisioning for Peak Demands

 The “dream” of short turn-around
times for workflows

+ Short latencies in particular in
analysis workflows are important for
science efficiency

+ Use resources from a larger pool
when they are needed, should also
result in more cost-effective solutions

PROCESSING RESOURCES

Analysis

» Separating the processing and
storage services allows them to PrOmPE Seconstiyetion
scale independently —_—

* e.g. ATLAS and CMS are looking
at ways to double available
resources for periods of time

+ using Amazon services

Provisioning for peak requires
that we use pooled resource
—> Clouds or large HPC Center!
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Data access Across
the Wide Area Network

* Revolutionizes data
management and
the provisioning of
compute resources!

The basic problem

Your files reside here : Not here, where you need them

Compute Farm of worker nodes

Must identify the files to process
Must move those files to the right place
. Must associate those files with jobs and process them
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This has huge impact on how science communities
can use any kind of compute resources today!

This talk

* In the recent past, HEP resources were

firmly based on Grid technologies

e HEP applications == HTC
* High Throughput Computing applications

* The need for more capacity and
elasticity makes us look at other resource

providers:
e Cloud
® HPC = High Performance Computing

-

S/

2% Fermilab
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This opens up the “phase space” of available and
affordable resources

10,000 feet overview

= Virtual » Community Clouds - = Researchers granted
Organizations Similar trust access to HPC
(VOs) of users federation to Grids installations

trusted by Grid sites |
= Commercial Clouds -

Pay-As-You-Go
model

= Peer review
committees award

» VOs get allocations

- Pledges ® Strongly accounted Allocations

® Unused allocations:  Near-infinite capacity =» © Awards model designed

opportunistic resources Elasticity for individual Pls rather
® Spot price market than large collaborations

Trust Federation § Economic Model

2= Fermilab
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For example, use of commercial clouds becomes viable

Integrating Clouds

= Amazon is huge potential

resource

= They have 56Mprocessor
cores, which dwarfs our 100k

= Commercial cloud services II
are typically very expensive, w
but with these grants we cut i
the cost by a factor of ten W o

= The cloud grants allow us to test a new method of
provisioning resources

= Processing is very large scale, local storage is transient, and
the bulk of the data is served over the federation

= Opens a new class of computing

Maria Girone, CERN
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This new paradigm significantly changes the role of Facilities
in providing end-to-end solutions to their customers

* Facilities can benefit from providing a much more “elastic” offering

* Moving away from stand-alone stove-piped facilities toward
Labs providing leadership role in the computing eco-system

+ labs, leadership class and production class facilities, etc are part of and
leaders in the eco system, that includes scientific and commercial providers

+ sites will find a large “market” for specific offerings: specialized architectures,
archival capabilities, database services, data management solutions

+ the eco-system is enabled by the labs and OSG and others

* Facility’s role is still to provide “complete solutions” for their users
+ CPU and data capacities with guaranteed level of service

+ Users would not have to care about wether their jobs are running on “owned”
or “rented” resources Sites could make the economic decision themselves
and optimize their cost structure

+ Storage services that adapt to where the jobs are running
+ On-demand services that scale by tapping into large pooled resources
* like clouds, HPC, OSG etc

2% Fermilab
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Fermilab is moving ahead with the HEPCloud Facility
To provision local, cloud and HPC resources to EF and IF

N

User
: Gatewa HPC

Submitter y Leadership
Class

Scheduler Facilities

Controller Commercial
Clouds

Local (e.g. Amazon)

Scheduler

Provisioner

a4 | Ocal Resources

e JE i
e Fer mllab
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ESnet provides Trans-Atlantic Connectivity
for HEP as a World-Wide Effort
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A new Era of Cooperation and Collaboration in Computing,
Between Labs and Universities, Between Sciences, International

* Very concrete examples for cooperations in all directions
+ like the ESnet Extension to Europe EEX supporting LHC TA network
+ the HEP-FCE Forum for Computational Excellence
+ the HEP Software Foundation with Europe, many more
3¢ Fermilab
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Summary and Outlook

* There is no end in sight for large increases in resource demands and new
capabilities, which change expectations and requirements on HEP facilities
+ provide services to distributed communities, supporting complex end-to-end use cases
iInvolving huge computational and data throughput needs and capabilities
* The role of the facility providers are changing as they are facing cost effective
competition to their “bare metal” offerings from laaS providers
+ Facilities remain to be first-line support for the complex scientific work flows and data
management needs of HEP and other DOE SC communities
+ Facilities should integrate new opportunities and capabilities into their service
offerings, in particular in connecting to large data management and data access
systems, beyond “login and batch” services for applications and application libraries
* Facilities should keep an open mind how to provide their services so they fit
into and enrich the US and international scientific computing eco-system
+ requires new thinking and approaches to difficult issues in the distributed environment,
iIncluding security, robustness and protection of resources, accounting, prioritization etc
+ good experiences with LHC and emerging IF experiments
 HEP and other DOE Facilities clearly have a huge opportunity for great
leadership roles in this environment

2% Fermilab
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Backup Slides
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LHC Upgrades and High-Luminosity LHC
3000 fb! at Vs=14 TeV

LS1 : Prep CMS for ~13 TeV, >1 x 103 Hz/cm?, <PU> >25, 25ns bunch spacing

o et " Precision studies of Higgs and any
| e for s P L g other new particles yet to be found

Run 2 'New physics reach example

Phase 1 upgrades: Prepare for 1.6 x 103 Hz/cm?, <PU> ~40, <200 bt by LS2,

- and upto 2.5 x 10%Hz/em?, <PUs - 60, <500 iy 13 | OUSY EWK gauginos
, * New L1-trigger system (Calorimeter - Muons - Global) (ready for physics 2016) 7
* New Pixel detector (installation in technical stop, start of 2017) jﬁ
1S2 . - ~0
* HCAL upgrade: photodetectors and electronics &E—____ 0
2019 il P Xz - Xi
Phase 2 upgrades: 2 5 x 103 Hz/cm? luminosity leveled, <PU> 2 140 Py ﬁ B X1
R 3 Reach total of 3000 fb in ~10 yrs operation .1‘\\
un * Replace detector systems whose performance is significantly W
| degrading due to radiation damage —— T
* Tracker (pixels and strips), Endcap calorimeters — Summary of CMS SUSY Projections with SMS —
LS3 . . . .
20395 * Maintain physics performance at this very high PU - B o discovery: 14 Tev, 3000 1" —

* Trigger, electronics, enhanced tracker coverage [T ] 50 discovery: 14 TeV, 300 fb"

~gl 0
X, —~ WZL%, . [ 95% cL timits: 8 Tev
~— ~0-0 B ]
3 — 9aqa, %, -
~ ~0~0
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| HC Machine Evolution

LHC ‘ HL-LHC
Run1 LSH Run 2 LS2 Run 3 LS3 Run 4

2012 | 2013 | 2014 | 2015 | 2016 | 2017 | 2018 | 2019 [ 2020 | 2021 2022 [ 2023 | 2024 | 2025 | 2026

Y, / ;.

e e e
34 21
0.75 x 1034 cm™2s™ 15x10%% cm™2s! 22x10%% cmZs™! S0 10
- 25ns Bunches
50ns Bunches 25ns Bunches 25ns Bunches 44 ¥i= Pil 14
Pileup ~40 Pileup ~40 Pileup ~60 /BN 114" lleup aila
put e (peak 200)

e Steady increase in machine luminosity both
within runs and between runs

Pileup

Integrated Lumi (fb for GPDs

« Ultimate goal of SOOOfb_1 in 10 years of

HL-LHC running 25

« wpp Collision rate of 5.6GHz 100 40
« Pileup is the most important metric of event 300 60
complexity for reconstruction software +300 per year 140



Increasing Complexity of Events at EF
Exponentially Increasing Resource Needs

* each recorded interaction consists of a hypothesis-dependent complex
hierarchy of data structures
+ 2d-hits vs 3d hits vs track elements vs particle hypothesis etc
+ raw and reconstructed signals etc

78 (1)~

vertices\

RhO PRI

—

2= Fermilab

LATBauerdick | DOE SC Exascale Requirements Reviews —High Energy Physics 06/10/15




The High-Luminosity LHC will bring new
Computing Challenges to the Energy Frontier

* The HL-LHC program will likely have a 10-fold WLCG CPU Growth
increase in trigger rate and data complexity
+ computing costs will constrain data rate, and thus the

4000000

3500000 - Tier2

possible choices on triggers and analyses sy | =Tiert
* LHC raw data: ~15 PB now; ~130 PB in 2021 oo |
+ the total dataset sizes could be up to 10x larger, 2000000 | __ 560812 linear
once we include processing steps and simulated data Y

1000000 -

+ data management must become much more efficient AR = I
. . . . ] . 500000 - -
» With flat budgets (optimistic) we might gainafactor /= % & & B &R & &
Of 4_5 |n CapaCIty Over the Comlng decade 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020

- in the past LHC computing world-wide added 500 - WLCG Disk Growth
~25K processor cores and ~34 PB of disk, each year 0 v= 342505
- In future need to make better use of resources as | _
the technology evolves o

- we're still not optimized, and don’t use the full capacity =
- Adapting to new processor architectures becomes more **
challenging, requires specialized (and valuable) expertise

» Storage is cost driver, disks get cheaper only slowly |

— 2008-12 linear

+ not all data needs to be on disk — $10 puts 1M additional . = = = &= & & & & S
eventS On tape (CMS) L advanced data CaChlng, 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
workflows, data access etc: Big Data technologies!

2t Fermilab

35 LATBauerdick | DOE SC Exascale Requirements Reviews —High Energy Physics 06/10/15



Transatlantic Networking (TAN)

In 2012 USLHC OPMSs charged a Project Execution Team (PET) with membership from
US ATLAS and US CMS to recommend continuation of TAN service

PET gathered usage information, compiled requirements, predicted needs Run1 — 2

* After a thorough evaluation process based on 3 vendor proposals, the PET has provided
a detailed written recommendation to US LHC Operation Program Managers to
implement the ESnet proposal (Implementation Details on slides 39 — 41)

US LHC Operation Program Managers (and OHEP Program Managers) endorsed the
recommendation to go with the proposal submitted by ESnet

Status

“ ESnet transatlantic network infrastructure is completely deployed and in production

“ LHCOPN transition for US ATLAS Tier-1 and US CMS Tier-1 completed on 12/12/2014
CERN-US Tier-1 Optical Private Network (OPN) traffic moved to ESnet infrastructure

ESnet/USLHCNet jointly agreed on turndown of USLHCNet services:
* USLHCNet transatlantic circuits decommissioned in January

“* Work in progress on expanding ESnet's LHCONE service to select US Tier-2 and Tier-3
sites

2= Fermilab
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TAN Service Levels

“*The following table summarizes current service levels under various
failure scenarios. As fixing submarine cable failures may take weeks
LHC traffic is distributed across 4 circuits operated on 4 independent
cable systems. The table shows the impact of 1, 2 and 3 circuit/cable
system outages.
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All Circuits Up 1 Circuit Down 2 Circuits Down 3 Circuits Down
Service Reserved Peak BW Reserved Peak BW Reserved Peak BW Reserved Peak BW

BW BW BW BW
LHCOPN BNL 40 200 20 100 20 40 10 40
LHCOPN FERMI 40 200 20 100 20 40 10 40
LHCONE 120 200 60 100 50 100 10 40
ESnet IP 100 100 100 100 50 100 10 40

Similar of B or D fail Both B&D Fail B, C&D Fall
A: 40G BOST-AMS A: Other A: Other A: LHCOPN A: All Services
B: 100G NEWY-LOND B: LHCOPN/LHCONE B: Down B: Down B: Down
C: 100G AOFA-LOND C: ESnet IP C: ESnet IP C: ESnet IP & LHCONE C: Down
D: 100G WASH-CERN D: LHCOPN/LHCONE D: LHCOPN/LHCONE D: Down D: Down
I H
" 3¢ Fermilab
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Findings from the “Snowmass Computing Study”
For the Energy Frontier and the Large Hadron Collider

» Computing resource limitations already reduce the amount of
physics data that can be analyzed

* The planned upgrades (HL-LHC) are expected to result in a
+ ten-fold increase in the number of events

+ and a ten-fold increase in event complexity.

+ LHC produces about 15 petabytes (PB) of raw data per year now,
but in 2021 the rate may rise to 130 PB

 Efforts to increase code efficiency, parallelism, data processing
+ explore the potential of computational accelerators
+ advance from sequential to “big-data” type data analysis

* More than half of the computing cost is how for storage
+ in future it may be cost-effective to recalculate, rather than store

 Attention on data management and wide-area networking
+ assure network connectivity for distributed event analysis

2% Fermilab
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Computational Challenges for the LHC

» Challenging resource needs require efficient and flexible use of all resources
+ We’'re proactively looking into ways of tapping into new kinds of resources
+ both Distributed High-Throughput Computing (Grids, Clouds)
+ and High-Performance Computing (some successes with NERSC, LCF, XSEDE)
+ Sharing and opportunistic use help address resource needs, from all tiers of

computing, and now including community or commercial clouds etc

* To stay on the Moore’s law curve, need to proactively make full/better use of
advanced architectures: multi-threading, GPU environments, low-energy
CPUs

+ With the need for more parallelization the complexity of software and systems
continues to increase: frameworks, workload management, physics code

+ Important needs for developing and maintaining expertise across offline, computing,
POGs etc, including re-engineering of frameworks, libraries and physics codes, adapting
key software tools

* Unless corrective action is taken we could be frozen out of cost effective
computing solutions on a time scale of 10 years.

+ There is a large code base to re-engineer

+ We currently do not have enough people trained to do it

2% Fermilab

39 LATBauerdick | DOE SC Exascale Requirements Reviews —High Energy Physics 06/10/15



R&D and Improvements Needed

* In software, HEP has made good progress on new architectures

+ low cost and low power ARM processors, high performance GPU and co-
processor systems (e.g. GPU-based photon tracking in lceCube,

+ need to deal with much lower memory/core
* Substantial development effort to improve ability to run across many cores
+ thread safe code and libraries, algorithm re-engineering
+ matching the multi-core architecture, but running against Amdanhl
* New resources and more techniques in resource provisioning
+ developing access to opportunistic computing and migrating to cloud provisioning
tools
* More efficient use of storage

+ move to SSD, dynamic data placement, more reliance on data served remotely
and content delivery networks

+ subsequently an even larger reliance on networks (see M.Ernst)
* These new developments will allow more flexible offerings for more
computing and storage capacity at lower cost and energy
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Cloud
Provisioning

Example:
AutoPyFactory

The deployed
hardware is
expected to scale
to 100k
concurrent jobs
 Experience
with ~30k jobs
« Setup serves
serial and
multi-core
gueues
« Policy-based
VM lifecycle
management

Amazon

Job dispatched

EC2 East 1

to workerf

startd joins pool,
jobs matched with

—>

workers /I
,’ VM job submission and

BNL » management

gridtest05

16GB RAM| Condor gridtest03 AN

4 core gg“%ﬁit:tror 20, 16GB RAM Condor

g 2 core schedd
<8000 VMs APF
|

gridtest07 gridtest08
32GB RAM C°h”dd‘g 32GB RAM ~ondor
8 core a0 APE 8 core
120GB Disk 120GB Disk
<50000 jobs <50000 jobs

John Hover, Brookhaven National Laboratory
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Utilize Cloud for Compute

ATLAS Central

PanDA j:t: T~ ™
C
PanDA brokersd with ‘[ATLAS " J Network (BNL to AW
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ucio = endpoint info M P
s _ - / Only ~600 concurren
-~ . = -~
N T~ Pilot registers [ U A — .
N N = ~ < output in Rucio e A,T SWP I!cef "LObS
File Transfer N T T f
Service (FTS) A S
! ‘ A 4
! ’ Input i:i:w
I File transfer 7 . Setect An O p—
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Using the Cloud for Compute and Storage

ATLAS Central Amazon
\
PanDA - T T T~ .
) PanDA job ATLAS Pilot
Rucio - brokered with ES Job
Long-term -~ storage VM . P
goal: Run \ endpciiaEs Event Service job Jobs only
. . . 1 . .
ent|re|y within '. Irt1put . Intermediate output using S3. no
] ) - stage-in . ) )
EC2, with link ! Rucio 9 Merge jobs stage gcgling issues.
RTOT , : . out to S3. Register
limitations only g registration | in Rucio
affecting SE to | File Transfer W ' . -
Service (FTS) ! S3 temp ATLAS Pilot
SE transfers. ( bucket
TITPR . File T f
Site” stage-in/  ,? | sewice (F15) \| £ Merge
No bottleneck:

1.2GB/s (10Gb
link)
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The Big Data Frontier from Wired Magazine

One year of all business emails

library of congress

Total 2013 Data Set of
One LHC Experiment
(140 PB)

Content uploaded to

Climate data Facebook each year

Google search index

US census

Tweets in 2012

Nasdaq

youtube |

" health records |

15.36 PB
LHC annual
data output
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http://www.wired.com/magazine/2013/04/bigdata/
http://www.wired.com/2013/04/bigdata

